
CH 6

1



 Most statistical studies involve more than one variable.

 Suppose each individual in the sample provides two variable 
values.  

 Objective is to discover a relationship (or lack thereof) 
between the variables.
◦ Do some variables tend to vary together?

◦ Do some variables explain variability in another?



 A response variable measures or records an outcome of a study. (Also: y, 

dependent variable, predicted variable)

 An explanatory variable explains changes in the response variable. (Also: 

x, independent variable, predictor variable)

 Ex. From a survey, we could ask the questions:

◦ Is there is a difference in gender and cell phone provider (categorical vs. 

categorical)

◦ Height and favorite color (numerical vs. categorical)

◦ Age and distance of commute (numerical vs. numerical)



 Two variables measured on the same individuals are 
associated if: knowing the value of one of the variables tells 
you something about the values of the other variable that you 
would not know without this information.

 Overall tendencies, not absolute rules.



Considering the relationship between two quantitative variables.

 Start with a graph

 Look for an overall pattern and deviations from the pattern

 Use numerical descriptions of the data and overall pattern (if 
appropriate)

 Consider a mathematical model (regression)



A scatterplot is a graph displaying the relationship between 

two quantitative variables measured on the same set of 

individuals.

If appropriate:

◦ response variable on y-axis

◦ explanatory variable on x-axis

 Each individual in the dataset appears as a point in the plot.



 In 1981, the average length of a game in Major League 
Baseball was 2 hours 33 minutes. Through 1,054 games in 
2014, that had jumped to a whopping 3 hours and 2 minutes.  
(Quote from Forbes Magazine).

 Major League Baseball officials decided to intervene. 



 Thus, MLB Commissioner Bud Selig created a committee to 
study the length of Major League Baseball games.

 The goals of the committee are to decrease the time of game 
and improve the overall pace of play in the 2015 regular 
season and beyond.



 The following data set in StatCrunch presents information on 
baseball games from April 24 to April 26, 2015. 

 Variables include the length of the game in minutes, along 
with the number of runs, hits and pitchers used in the game.

 Do any of these explanatory variables have an association 
with the length of the game?



 Graph → Scatter plot -> Simple 

 Choose the explanatory variable as the x column

 Choose the response variable as the y column.

 General Title: “x-variable vs. y-variable”

 Click Ok
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 We describe the relationship between the two variables 
by examining the shape (or form), trend (or direction), 
and strength of the association.  

 We look for the overall pattern…
◦ Shape: linear, curved, clusters, no pattern

◦ Trend: positive, negative, no direction

◦ Strength: how closely the points fit the “shape”

 Also, we will look for deviations from the pattern later 
(outliers).



Linear

Nonlinear      

No relationship



 ALWAYS look at Shape first

 For our purposes we will ONLY be able to work with Linear 
shapes.   
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 The general tendency of the scatterplot as you read from 
left to right

 Typical trends:

1. Increasing (uphill), called a positive association

2. Decreasing (downhill), called a negative association

3. No trend, if there is neither an uphill nor downhill 
tendency



Negative Positive

high x  low y
low x  high y

high x  high y
low x  low y



The following plot shows the relationship between martathon
runners’ age vs. time:  

This scatterplot shows no trend because the points seem to 
follow no predictable pattern.  This means that for every age 
group we can find relatively fast and relative slow runners.  
Marathon running speed does not seem to be related to age of 
runner.



 Scatterplots with large amounts of scatter or vertical variation 
indicate a weak association.

 Scatterplots with small amounts of scatter or little vertical 
variation indicate a strong association.



A stronger relationship has points 
falling more closely to a clear from

Perfect 
linear

Less 
strong



Is there a stronger association between height and weight or between 
waist size and weight?



 An outlier in two-variable analysis is a point that falls 
outside the overall pattern of the relationship. 

 More on this later

Outlier 
from 
relations
hip

Outlier in 
x and y? 
Not a 
relations
hip 
outlier.



 When writing a description of an association between two 
numerical variables, always include:

1. Trend

2. Shape

3. Strength

 In addition, mention any observations that don’t fit the 
general trend (if any).
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Best Predictor? Sometimes hard to 
say visually



 Consider the data called ‘Calories’

 We have data for 19 subjects on their Gender, Lean Body 
Mass, and Metabolic rate.  

 We want to see if there is a difference in associations between 
genders.  



 Graph → Scatter plot -> With Groups 

 Choose the explanatory variable as the x column (Here: Mass)

 Choose the response variable as the y column. (Here: Rate)

 Choose your categorical variable (Here: Sex)

 Click Ok
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 Always use a phrase like “tends to” when describing an 
association because the trend you are describing has 
variability – the association you are describing may not be 
true for all individuals.

 Always point out any data points that appear to be unusual or 
not part of the general pattern.



 Our eyes are not always good judges of how strong a 
relationship is.

 These graphs depict exactly the same data, however the 
right graph used a larger scale on the x and y axes.



 The correlation measures the direction and strength of a 
linear relationship between two numerical variables.  

 The symbol for the sample correlation is r.

 Also known as the Pearson’s correlation coefficient.  



 sx and yx are the sample standard deviations for the 
x and y columns of data, respectively.

 Note: you are actually finding the z-scores for each 
ordered pair (x, y) and multiplying. 
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 Correlation always satisfies -1  r  1.

◦ +1 means perfect positive correlation

◦ 0 means no correlation or no linear relationship (could have curved 
relationship).

◦ -1 means perfect negative correlation.

 Response and explanatory variables are interchangeable

 Unitless and not resistant to outliers.



 Stat → Basic Statistics → Correlation

 Double click both variables you are using into the box to the 
right 

 Use Default Method

 Unlick box for ‘Display p-value’

 Click Ok



 r2, the coefficient of determination, is the square of the 
correlation coefficient.

 r2 represents the proportion of the variability in y 
(vertical scatter from the regression line) that can be 
explained by changes in x (or explained by the linear 
relationship).

 For our example using pitchers as the explanatory 
Variable:

r = 0.779, thus r2 = 0.7792 = 0.606841



 Usually converted to a percentage, thus always between 0% 
and 100%

 Measures how much variation in the response variable is 
explained by the explanatory variable

 The larger r2, the smaller the amount of variation or scatter 
about the regression line.



 A regression line is a straight line that describes how a 
response variable y changes as an explanatory variable x
changes.

 We often use a regression line to predict the value of the 
response variable y for a given value of x.  

 The distinction between the explanatory and response 
variables is necessary.



 The least-squares regression equation is

y = 𝑏0 + 𝑏1𝑥

o y is the predicted response for any value x

o 𝑏0 is the y-intercept 

o 𝑏1is the slope



The slope of the line, 𝑏1 has the 
formula…

r is the correlation.
sy is the standard deviation of the response variable y.
sx is the the standard deviation of the explanatory variable x.

Once we know 𝑏1, the slope, calculate 𝑏0 , the y-intercept:

where 𝑥 and 𝑦 are the sample 
means of the x and y variables

The computation of the coefficients should be left up to Minitab.

𝑏1 = 𝑟
𝑠𝑦

𝑠𝑥

𝑏0= ത𝑦 − 𝑏1 ҧ𝑥



Stat → Regression -> Fitted Line plot

Correctly choose the response, y and explanatory, x variables.

Linear is already selected by default.
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Stat → Regression -> Regression -> Fit Regression Model 

Choose the response, y and predictors, x variables.

Click the results button to choose your desired output

This can give us more detailed numerical information on the 
relationship

We will explore this output in detail in the future 
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 The slope 𝑏1= 9.874.  This says for every unit increase 
(pitcher used) the average game time increases by 9.874 
minutes.

 In general, for every unit change in x, y changes on average 
by the slope 𝑏1.

 This phrasing does not always make sense.  Always consider 
the context.



 The y-intercept 𝑏0 = 99.397. Theoretically, the average game 
length when 0 pitchers are used would be 99.397 minutes. 

 Only meaningful when the straight line pattern intersects 
zero.

 Note: you cannot conclude anything from the size of these 
coefficients.



 Predict the time when 8 total pitchers were used.
◦ 99.397149 + 9.8740778 (8) = 178.39

 Predict the time when 20 total pitchers were used.
◦ 99.397149 + 9.8740778 (20) = 296.88



 After you have ran 
the regression 
model you can use 
minitab to predict y 
values for given x 
values as well

 Stat -> Regression 
-> Regression - > 
Predict 



 Do not use linear models to describe non-linear associations. 

 Don’t extrapolate! 

 Beware of influential points that can have a big effect on r.  

 Correlation is not causation!  



 We are not sure that the linear trend 
will continue beyond the range of the 
data, so these predictions may not be 
accurate

 Often the y-intercept is extrapolation
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 An Influential Observation is an observation whose deletion 
would drastically change the regression line.  

Influential Point
(Does not fit Relationship)  

Likely an outlier in Y, but 
not Influential point

Approximate Regression 
line w/ influential point

Approximate Regression 
line w/o influential point



 Remember we use the line to 
predict y from x.

 Error = observed y – predicted y 

 Also called the residual

 The least-squares regression line 
of y on x is the line that makes the 
sum of the squares of the vertical 
distances of the data points from 
the line as small as possible.



 An association between x and y, even if it is very strong, is not 
by itself good evidence that changes in x actually cause 
changes in y.

 Our outcomes could be influenced by a confounding (lurking) 
variable 

 An experiment that controls confounding variables is best for 
establishing causation.



 If we reverse the roles of the explanatory and response 
variables, we will get a different regression line

 The slope, b is related to the correlation coefficient, r.

 The least-squares line passes through the means of the x and 
y variables.



 Our scatterplot, regression equation, and parameters were 
constructed from a sample and are used to estimate the actual 
model.  We can use inference ideas with this sample data to 
generalize about the population 

 Inference for regression
◦ Thinking about the regression parameters
◦ Checking the conditions for inference
◦ Testing the hypothesis of no linear relationship

 Testing for lack of correlation

◦ Confidence intervals for the regression slope β
◦ Inference about prediction



 We are using Least Squares estimation methods to give us the line:
y = 𝑏0 + 𝑏1𝑥

 Remember, this sample is one of many. Therefore these parameter 
estimates have their own sampling distributions 

 At the population level, the model becomes:

𝑦𝑖=(𝛽0+𝛽1𝑥𝑖)+(𝜀𝑖)

w/residuals ei independent and Normally distributed N(0,σ). 



 r is an unbiased estimate for the population correlation, ρ

 ŷ is an unbiased estimate for mean response, µy

 𝑏0 is an unbiased estimate for the Y-intercept, 𝛽0
 𝑏1 is an unbiased estimate for slope, 𝛽1



 The observations are independent

◦ Good sampling techniques 

 The relationship is linear

◦ Scatterplot

 The standard deviation of y, σ, is the same for all values of x

◦ Residual plots 

 The response y varies Normally around its mean

◦ Normal plot/histogram



 The residuals (y – ŷ) give useful information about the contribution of 
individual data points to the overall pattern of scatter. 

 If residuals appear to be scattered randomly around 0 with uniform 
variation, it indicates that the data fit a linear model, have Normally 
distributed residuals for each value of x, and have constant standard 
deviation

58



Residuals are randomly scattered 

→ good!

Curved pattern 

→ the relationship is not linear.

Change in variability across plot

→ σ not equal for all values of x.
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 To truly perform between these variables we need to check:
◦ We can assume data are a random sample.

◦ Check to see if relationship is linear. (Scatterplot) 

◦ Residuals look to be Normally distributed. (Normal plot/histogram)

◦ No apparent patterns in the variance of residuals (Residual plots) 



 Stat → Regression -> Fitted Line plot (seen previously to do 
initial examination)

 Stat → Regression -> Regression -> Fit Regression Model
◦ Choose the response, y and predictors, x variables.

◦ Click the results button to choose your desired numerical output 
(default is fine) 

◦ Click the results button to choose your desired numerical output (four 
in one gives all the info we need) 



• The data are a random sample.

• The relationship is clearly linear.

• The residuals are roughly Normally distributed.

• The spread of the residuals around 0 is fairly homogenous along all values of x.
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 The regression standard error, s, for n sample data points is 
computed from the residuals (yi – ŷi):

𝑠 =
σ𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙2

𝑛 − 2
=

σ 𝑦𝑖 − ො𝑦𝑖
2

𝑛 − 2

 Notice DoF= n-2 here! 



 We can have Minitab print out all residuals then calculate s

𝑠 =
σ𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙2

𝑛 − 2
=

σ 𝑦𝑖 − ො𝑦𝑖
2

𝑛 − 2

In our example s=17.3487



 To test for a significant relationship, we ask if the parameter for the slope 𝛽1 is 
equal to zero, using a one-sample t test.

 We test the hypotheses H0: 𝛽1=0 vs. (typically two-sided) Ha.

 The standard error of the slope is 

𝑆𝐸𝑏1 =
𝑠

σ 𝑥 − ҧ𝑥 2

 Thus the Test Statistic is:

𝑡 =
𝑏1

𝑆𝐸𝑏1
w/ (n – 2) DoF.

 From there we can find a p-value



 The regression slope 𝑏1 and the correlation coefficient r are related 
and 𝑏1= 0 → r = 0.

slope 𝑏1 = 𝑟
𝑠𝑦
𝑠𝑥

 Similarly, the population parameter for the slope 𝛽1is related to the 
population correlation coefficient ρ, and when𝛽1= 0 → ρ = 0.

 Thus, testing the hypothesis H0: 𝛽1= 0 is the same as testing the 
hypothesis of no correlation between x and y in the population from 
which our data were drawn.



 We know the slope follows a t distribution w/ n-2 DoF and 

𝑆𝐸𝑏1 =
𝑠

σ 𝑥 − ҧ𝑥 2

 Using the general form of a CI: 

estimate ± CV*SE

𝒃𝟏 ± t* SE
𝒃𝟏



 In our example: n = 20, df = 18

 We can test:
H0: 𝛽1 = 0 

Ha: 𝛽1 ≠ 0

t = 𝑏1 / SE
𝑏1

= 9.87/ 1.26 = 7.85 with df = n – 2 = 40

→ P < 0.001 (two-sided test), highly significant.

 Our CI for the slope would be, t* = 2.021
𝑏1 ± 𝑡 ∗ 𝑆𝐸𝑏1 = 9.87 ± 2.021 ∗ 1.26 = (7.32, 12.42)

 Interpretation?

𝑆𝐸𝑏1 =
𝑠

σ 𝑥− ҧ𝑥 2
=

17.3487
σ 𝑥− ҧ𝑥 2

=1.26



 After you have ran the 
regression model you can use 
Minitab to predict y values for 
given x values as well

 Stat -> Regression -> 
Regression - > Predict 

 There are different formulas for 
a CI for μy and a Prediction 
Interval for ŷ.  The are 
calculated using slightly 
different Standard errors.  



 The Other part of regression output is the ANOVA table.  The 
basic format is as follows: 

71

Source D.o.F SS MS F

Model DFm SSM MSM Test Statistic

Error DFE SSE MSE -

Total DFT SST - -



 To begin our calculations we need the following pieces: 
◦ Sum of x values (∑x)
◦ Sum of y values(∑y)
◦ Sum of x values squared(∑x2)
◦ Sum of y values(∑y2)
◦ Sum of the product of x and y (∑xy)

 We then find the “Sums of Squares”.  In General: SSab= ∑a*b – (1/n)∑a*∑b. So:
◦ SSxy= ∑xy – (1/n)∑x∑y
◦ SSxx= ∑x2– (1/n) (∑x)2

◦ SSyy= ∑y2– (1/n) (∑y)2

 We can use these sums of squares to first estimate the slope:

𝑏1=
𝑆𝑆𝑥𝑦

𝑆𝑆𝑥𝑥

 Once we have the slope, we can solve for the y intercept: 
𝑏0= ത𝑦 − 𝑏1 ҧ𝑥
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 From there we begin filling out our table.  The easiest place to start is D.o.F:

 D.o.F. for the Model Row:

DFm = # of estimated parameters -1 

 Next we need the total D.o.F.
DFT =n-1 

(where n is our # of pairs in the regression context)
 From there:

DFE =DFT-DFm

73

Source D.o.F SS MS F

Model DFm SSM MSM Test Statistic

Error DFE SSE MSE -

Total DFT SST - -



 We keep filling out our table moving right:

 Next step is SST:

SST =  SSyy

 From there:

SSM = 𝑏1
2*SSxx =

SSxy
2

SSxx

 Finally 
SSE = SST - SSM

74

Source D.o.F SS MS F

Model DFm SSM MSM Test Statistic

Error DFE SSE MSE -

Total DFT SST - -



 Once we have our SS column calculated we then scale by the 
D.o.F. to find the MS

 MSM = SSM/DFm

 MSE =  SSE/DFE

75

Source D.o.F SS MS F

Model DFm SSM MSM Test Statistic

Error DFE SSE MSE -

Total DFT SST - -



 Finally we find our F Test Statistic by looking at the ratio of the MS terms 

 F Test Stat:

F=MSM/MSE

 We then go to the F table w/ both D.o.F. and find a p-val

 If we find a significant p-val here, then our model is a “good” 
(significant) one
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Source D.o.F SS MS F

Model DFm SSM MSM Test Statistic

Error DFE SSE MSE -

Total DFT SST - -



 A quick and easy way to get R2 from our ANOVA table is: 

R2= SSM/SST or 1-(SSE/SST)

 We also may opt for an adjusted version of R2 which accounts 
for the number of parameters in a model

R2
adj=1- (MSE/MST)

where MST = SST/DFT
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 Let’s build an ANOVA table with the following dataset from 
the textbook.  See p. 375 for description of data and 
calculations posted in Canvas

⇒
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Reflux Ratio Concentration 

20 0.446

30 0.601

40 0.786

50 0.928

60 0.95

ANOVA Table 

Source D.o.F SS MS F p-value

Model 1 0.1782225 0.178223 58.947058 0.0045906

Error 3 0.0090703 0.003023 - -

total 4 0.1872928 - - -


